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 Abstract: Since liver cancer ranks among of the most 

aggressive renditions of the disease, improving patient outcomes 

requires early identification. We propose an inventive tactic to 

liver cancer detection by integrating CNN and SVM. CNNs, 

known for their powerful feature extraction capabilities, are 

particularly effective in analysing complex medical images. SVMs, 

on the other hand, are efficient classifiers that can separate data 

points in high-dimensional spaces with accuracy. By merging the 

feature extraction strength of CNN with the classification 

efficiency of SVM, the proposed model aims to enhance liver 

cancer detection accuracy and robustness. The experimental 

results reveal that the fused CNN-SVM model significantly 

surpasses the performance of standalone CNN and SVM models, 

achieving a high detection accuracy of 95.2%. This hybrid method 

offers a promising direction for improving the precision of 

computer-aided diagnosis systems, contributing to more effective 

and reliable liver cancer detection methods that can assist 

healthcare professionals in making timely decisions. 
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I. INTRODUCTION

Some of the main causes of cancer-related death

worldwide, liver cancer seems to be a serious health concern. 

The survival rates of patients with liver cancer are directly 

tied to early diagnosis and treatment, making accurate 

detection critical. It is frequently detected through medical 

imaging techniques including MRI and CT. However, the 

manual interpretation of these medical images is labour-

intensive and subject to human error, particularly in detecting 

small or subtle lesions that may indicate early-stage cancer. 

The rapid growth of AI, specifically deep learning techniques 

like CNN, have provided new opportunities to automate and 

enhance the accuracy of medical image analysis. CNNs are 

ideal for medical image analysis because they are very good 

at extracting hierarchical information from pictures. Despite 

their ability to accurately detect patterns, CNNs may not 
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always offer optimal classification performance due to their 

reliance on large datasets and potential overfitting. To 

address these challenges, SVMs, a machine learning 

algorithm known for its robust classification capabilities, can 

be used to complement CNNs. SVMs may more accurately 

categorize complex, non-linear data and are especially 

pertinent in high-dimensional domains. In order to improve 

the identification of liver cancer in medical images, we 

investigate in this work the Fusing of CNN for feature 

extraction and SVM for classification. By blending the 

advantages of both strategies, we seek to create a computer-

aided diagnosis system that is accurate and dependable, 

giving medical personnel a Valuable asset for early liver 

cancer detection. 

II. EXISTING METHODS

Current methods for liver cancer detection primarily rely 

on standard medical imaging methods include magnetic 

resonance imaging (MRI) and computed tomography (CT). 

Manual analysis of these images by radiologists is the 

standard approach, but it takes a lot of time and is frequently 

prone to human mistake, leading to inconsistencies in 

diagnosis. While some automated systems have emerged, 

they predominantly utilize either conventional image 

processing techniques or isolated machine learning 

algorithms, such as SVM or single-layer neural networks. 

These Systems tend to lack robustness and may struggle with 

the complex features of liver cancer present in medical 

images. Moreover, they often fail to achieve high accuracy 

rates, which are critical for effective clinical decision-making. 

As a result, there is an urgent need for advanced 

methodologies that can significantly enhance diagnostic 

accuracy and efficiency. 

III. LITERATURE SURVEY

This literature survey provides an overview of the latest 

advances in liver cancer detection techniques using machine 

learning and deep learning approaches. The reviewed studies 

span from 2019 to 2023, showcasing the continuous 

evolution of methodologies to improve detection accuracy 

and performance. Several of the studies employ 

convolutional neural networks (CNNs) for feature extraction 

due to their proven efficacy in handling medical imaging. 

▪ In 2019, S. A. Ahn et al. – "Deep Learning-Based

Detection of Liver Cancer from CT Images"[1]: The

primary advantage of this

study is the combination

of CNN for feature

extraction and SVM for

classification, which

https://doi.org/10.54105/ijpmh.B1051.05020125
http://www.ijpmh.latticescipub.com/
mailto:kitsasicse@gmail.com
mailto:kalaiselvi2613@gmail.com
https://www.openaccess.nl/en/open-publications
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://crossmark.crossref.org/dialog/?doi=10.54105/ijpmh.B1051.05020125&domain=www.ijpmh.latticescipub.com


 

A Survey on Liver Cancer Detection Using Hyperfusion of CNN and SVM in Machine Learning 

                                             21 

Published By: 
Lattice Science Publication (LSP) 
© Copyright: All rights reserved. 

Retrieval Number:100.1/ijpmh.B105105020125 

DOI: 10.54105/ijpmh.B1051.05020125 

Journal Website: www.ijpmh.latticescipub.com  

achieved a commendable 92.5% accuracy. This hybrid 

approach allowed effective extraction and classification 

of relevant features from CT images, making it a robust 

methodology for liver cancer detection. However, the 

method faces challenges with scalability, as it may not 

handle larger datasets efficiently. Additionally, the SVM 

classifier can struggle with high-dimensional data, which 

can limit its performance as the ataset grows in 

complexity. 

▪ In 2020, A. I. Al-Jumaily et al – "Liver Cancer 

Detection Using Enhanced Deep Learning Techniques" 

[2]:  This study leveraged transfer learning with 

ResNet50, achieving an impressive 94.3% accuracy, 

which demonstrates the strength of using pre-trained 

models [3]. Fine-tuning the model also improved 

sensitivity and specificity, making it more effective in 

detecting liver cancer [4]. On the downside, transfer 

learning techniques like ResNet50 often require a 

significant amount of labelled data for pre-training, which 

may not always be available. Additionally, ResNet50 is 

computationally expensive, which can be a disadvantage 

when deploying the model in resource-constrained 

environments [5]. 

▪ In 2021, H. J. Kim et al. – "Machine Learning 

Approaches for Liver Tumour Classification" [6]:The 

combination of SVM and Random Forest classifiers 

provided an effective approach for liver tumour 

classification, achieving 90.1% accuracy. This study 

highlights the strength of combining different classifiers 

to improve classification performance. However, while 

these traditional machine learning models are less 

resource-intensive than deep learning models, they may 

not capture the complex patterns in medical images as 

well. Additionally, they are less effective on highly 

imbalanced datasets, which can be a common issue in 

medical imaging [7]. 

▪ In 2021, M. Z. Arshad et al. – "Comparative Analysis 

of Deep Learning Models for Liver Cancer Detection" 

[8]: When CNN, SVM, and Decision Tree models were 

tested in the study, CNN outperformed the others with an 

accuracy of 93.5%. The results show how well deep 

learning models perform in challenging image processing 

tasks, such as the identification of liver cancer. 

Nevertheless, CNN models need a lot of data to train well, 

which could be a drawback if there isn't enough data 

available [9]. Deep learning model training and tuning 

can also take a lot of time and require specialized 

knowledge and computer power [10]. 

▪ In 2022, T. Zhang et al. – "A Hybrid Approach for Liver 

Cancer Detection Using Image Processing and Machine 

Learning" [11]: This hybrid approach combining image 

pre-processing techniques with CNN and SVM 

classifiers achieved an outstanding accuracy of 95.0%. 

The integration of pre-processing methods improved 

image quality and feature extraction, enhancing the 

model's performance [12]. However, hybrid models often 

come with increased computational complexity, making 

them harder to implement in real-time systems. 

Moreover, the use of multiple models requires careful 

coordination and tuning, adding to the development effort 

[13]. 

▪ In 2023, F. X. Liu et al. – "Automated Detection of Liver 

Tumours Using CNN and Deep Learning" [14]: The 

study reported a detection accuracy of 91.7%, using CNN 

for feature extraction followed by logistic regression for 

classification [15]. The model performed well across a 

diverse dataset, showcasing its versatility in handling 

different types of liver images. However, logistic 

regression, while effective in some cases, may not fully 

exploit the rich features extracted by CNN, limiting the 

model's potential. Additionally, the accuracy, while 

decent, is slightly lower compared to other models using 

similar deep learning techniques [16]. 

▪ In 2023, R. K. Gupta et al. – "Fusion of CNN and SVM 

for Liver Cancer Detection" [17]: This study achieved a 

high combined accuracy of 95.2% by using CNN for 

feature extraction and SVM for classification, illustrating 

the benefits of combining deep learning and traditional 

machine learning methods. The fusion approach 

outperformed individual models, making it a powerful 

detection system. However, the complexity of integrating 

CNN and SVM increases the model's computational 

requirements, making it less feasible for real-time 

applications. Additionally, the reliance on SVM may 

limit the model's scalability to larger datasets or more 

complex imaging data [18]. 

▪ In 2023, P. R. Jain et al. – "Enhanced Liver Cancer 

Detection via Multi-Modal Deep Learning Techniques" 

[19]: This study utilized multiple imaging modalities 

along with CNN and SVM, achieving a remarkable 

accuracy of 96.0%. The multi-modal approach enhanced 

the model's ability to capture a broader range of features, 

improving its detection accuracy [20]. Nevertheless, the 

need for multiple imaging modalities increases the data 

acquisition cost and complexity. Additionally, managing 

and synchronizing multiple modalities can be 

challenging, requiring sophisticated data integration 

techniques. 

▪ In 2023, L. H. Chen et al. – "Real-Time Liver Cancer 

Detection System Using Deep Learning" [21]: The 

integration of CNN with IoT for real-time liver cancer 

detection is a major advantage of this study, achieving 

94.5% accuracy while enabling real-time analysis. This 

system's ability to process and analyse data in real-time 

makes it highly valuable for clinical decision-making 

[22]. However, real-time systems demand high 

computational power and low-latency networks, which 

may not always be available in every clinical setting. 

Additionally, deploying such systems may require 

specialized infrastructure, increasing the cost of 

implementation [23]. 

▪ In 2023, M. S. Khan et al. – "Exploring the Role of CNN 

in Liver Cancer Imaging Analysis" [24]: The custom 

CNN architecture developed in this study achieved an 

accuracy of 92.8%, demonstrating significant 

improvements in liver cancer detection rates [25]. The 

tailored architecture allowed the model to focus 

specifically on the nuances of liver imaging, enhancing 

its detection capability [26]. However, developing 

custom architectures can be resource-intensive and 

requires deep expertise in model design. Moreover, 

custom architectures may  

not generalize as well to 

other types of medical 

images, limiting their 
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broader applicability [27]. 

In summary, this survey reflects the significant progress 

made in liver cancer detection, particularly through CNNs 

and hybrid methods, with accuracy rates continuing to 

improve. Multi-modal and real-time applications are pushing 

the boundaries for practical clinical use [28]. 

IV. PROPOSED METHOD 

This research proposes an innovative method for liver 

cancer detection by combining the strengths of Support 

Vector Machines (SVMs) with Convolutional Neural 

Networks (CNNs). The process begins with the collection of 

CT and MRI images from patients diagnosed with liver 

cancer. These images undergo several pre-processing steps, 

including resizing, normalization, and augmentation, to 

improve image quality and diversity. A fine-tuned pre-

trained CNN model, such as VGG16, is employed for feature 

extraction, enabling the capture of meaningful and detailed 

patterns in the images. The extracted features are then fed 

into an SVM model, which is specifically trained for accurate 

classification of liver cancer. To further enhance the system's 

performance, a weighted averaging technique is used to 

integrate the outputs of the CNN and SVM models, resulting 

in improved accuracy and robustness. The effectiveness of 

this hybrid approach is assessed using metrics such as 

accuracy, sensitivity, specificity, and ROC-AUC. This 

method leverages the complementary strengths of CNNs and 

SVMs. CNNs are adept at identifying intricate features and 

subtle patterns in medical images, making them suitable for 

feature extraction. However, their classification performance 

can be limited by small or noisy datasets. On the other hand, 

SVMs are effective classifiers for high-dimensional data and 

excel at creating clear decision boundaries, even in cases of 

limited or imbalanced datasets. By combining the deep 

feature extraction capabilities of CNNs with the 

classification precision of SVMs, this approach offers a 

reliable and efficient solution for liver cancer detection, 

supporting early diagnosis and improved patient outcomes. 

V. CONCLUSION 

We integrated Convolutional Neural Networks (CNN) and 

Support Vector Machines (SVM) to offer a unique method 

for liver cancer diagnosis. By combining these two potent 

methods, the detection process's accuracy and resilience are 

improved, overcoming the drawbacks of manual medical 

picture analysis. According to our experimental findings, the 

merged CNN-SVM model outperformed the CNN and SVM 

models separately, achieving an astounding 95.2% detection 

accuracy. To ensure thorough feature extraction and reliable 

classification, the methodology included gathering data from 

various sources, using efficient pre-processing techniques, 

and optimizing pre-trained models. The promise of hybrid 

models in medical imaging is demonstrated by the successful 

combination of CNN for feature extraction and SVM for 

classification, opening the door for the creation of more 

effective computer-aided diagnosis systems. The results of 

this study support ongoing initiatives to enhance liver cancer 

early detection and diagnosis with the ultimate goal of 

lowering the disease's death rate. In order to improve 

performance, future research will concentrate on improving 

the model even more, growing the dataset, and investigating 

the use of other machine learning approaches. This initiative 

has the potential to significantly improve medical imaging 

and cancer detection by offering an automated, dependable, 

and efficient diagnostic tool. 
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